Chapter 1 Introduction
1.1 
Object of Project

This aim of this project is to investigate and simulate two ad-hoc multicast routing protocols, which are ADMR (Adaptive Demand-Driven Multicast Routing Protocol)[1] and ODMRP (On-Demand Multicast Routing Protocol)[2]. These two protocols have been chosen to study because ODMRP is a mesh-based while ADMR is a tree-based protocol, providing us a better overview of two different kinds of mechanisms. Futhermore, as there are so many aspects that routing protocol can be based on, and many constraints that can be focused on, different routing protocols have been designed and focus on certain problems. Therefore, many literatures only said their strengths without their weakness. As a result, this thesis would like to explore ODMRP and ADMR protocols under a set of scenarios based on varying mobility and traffic rates, in order to reflect their performances more reliable. 

1.2
Backgrounds
1.2.1 
Ad Hoc Mobile Network

A Mobile Ad Hoc Network (MANETs) is a network architecture that a group of wireless mobile nodes which self-organize into a network in order to communicate without the need for existing infrastructure or configuration. Each mobile node acts as a router to relay packets to nodes more far away. Such multi-hop routing in wireless environment with mobile nodes is a much more complex task than routing in static network. As rapid development in the mobile devices technology, mobile ad hoc network becomes more and more popular. An example is illustrated in figure 1-1.
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Figure 1-1: An simple Ad Hoc Network[11]

In general, the existing routing protocols can be classified into Proactive (table-driven) and Reactive (on-demand) protocols. In table-driven protocol routing protocols, each node attempt to maintains and update the routing information at the same interval, so that when a packet needs to be forwarded, the route is already established and can be immediately started its transmission. Destination-Sequenced Distance-Vector (DSDV) routing and Wireless Routing Protocol (WRP) are well known protocol table-driven protocols. For on demand routing protocols, on the other hand, invoke a route determination procedure only when desire by sources. These protocols save bandwidth by avoiding periodic transmissions of control packets, but the routing information may not be available at that time when a route request is received, and therefore incur quite a long delay for the protocol to set up the routing connection. Some existing on demand routing protocols are on demand Multicast Routing Protocol[1], Adaptive Demand-Driven Routing Protocol[2] and Ad hoc On Demand Distance Vector (AODV)[12]. Although most of the routing protocols can be classified into table-driven and on-demand approach, an attempt is made to combine them together[13]. In Zone Routing Protocol (ZRP) [13], each node is associated within a routing zone. Within its routing zone, the node maintain the topology information by table-driven approach, while the node out of its routing zone, a source-initiated on-demand routing protocol is used.

1.2.2 Challenges of Ad hoc Mobile Network

Researches have been introduced for many years in mobile ad hoc networks. However, the design and operation in mobile ad-hoc network are still facing a lot of challenges. The main challenges are that all the communication is carried over the wireless medium, the nodes in those situations move randomly and rapidly, and thus making the network topology hardly predictable. Also, there is lack of a centralized entity, while bandwidth and battery power are limited. Hence, immediate route breaks recovery and efficient routing data packets are crucial for multicast protocols in ad-hoc network.
1.2.3 Uses of Ad hoc Network

Mobile Ad hoc network can be applied to variety of circumstances. Examples to such situations are: 

· Rescue missions-where any possible infrastructure has been destroyed.

· Commercial uses-where setting up communication in exhibitions, conferences, or sales presentations.

· Sensor Networks-where intelligent sensors (e.g., EMES2) are mounted on mobile platforms.

· Military battlefield- Military organizations have spent a lot of funding on Ad hoc network research. This is because tactical data needs to be quickly transmitted in unknown area.

· Law enforcement-where fast establishment of communication infrastructure during law enforcement operations.

· Education- for virtual classrooms

1.2.4 Multicast

In the above applications, communication with a set of nodes is more important and convenience. Multicast routing protocols play an important role in ad hoc network wireless network communication. Multicasting is a more efficient method of supporting group communication than unicasting or broadcasting, as it allows transmission and routing of packets to multiple destinations using fewer network resources. Therefore, multicast routing is becoming an important networking service communication over wireless network. Many multicast routing protocols for Ad hoc network exist in the literatures, such as On-demand multicast routing protocol (ODMRP)[1], Multicast Ad hoc On-Demand Distance Vector Protocol (MAODV)[15] and Reservation-Based Multicast (RBM) routing protocol [16].

1.3 Structure of Thesis

The rest of this thesis is organized as follows. In Chapter 2, it provides the simulation methodology and some backgrounds about the MAC protocol. In chapter 3, it reviews the mechanisms of ODMRP and ADMR. In chapter 4, it shows the results of mobility scenario and also the analysis. In chapter 5, it presents the results and analysis of network traffic scenario. Finally, it concludes the whole thesis in chapter 6.

Chapter 2 Simulation Methodology

2.1
 Parameters of GloMoSim

All the simulations are established by GloMoSim-2.03 [4] under Linux. GloMoSim stands for Global Mobile information systems Simulation library and supports protocols for a purely wireless network. It is developed by UCLA Parallel Computing Laboratory (UCLA PCL) and is intended for academic institutions for research purposes. GloMoSim is chosen for this project because it support ADMR protocol in the version 2.03 and many literatures use this simulator for researches. In the simulations, ADMR did not implement source pruning, which means the sender stop sending data packets if no receivers. This is because the ADMR protocol did not support that function in the GloMoSim. 

At the application layer, all the sources in this project were constant bi rate (CBR) traffic. Each source would not start at the same time, in order to avoid collisions due to protocol synchronization and it leads to reduce its throughput. By doing this, each source would has 100ms delay before forwarding any packets. Also, to make sure there is no global synchronization for multiple sources, an app-jitter was set at 10ms.

All the simulations modeled a network of 50 mobile nodes packed randomly within a 1500m X 300m terrain. This odd terrain is chosen because it widely used in other literatures[2]. Radio propagation range for each node was 250m to reflect the standard 802.11 radio range. The channel capacity was 2Mbps. The propagation model was ground reflected two-rayed model, providing a more realistic simulations compared with free space model. Each simulation executed for 900s of simulation time. 

Many researchers have been developed different mobility patterns to reflect the movement patterns of the users in the wireless network. In this project, random waypoint mobility pattern have been chosen, in account of this pattern is widely used in literatures [1][2]. Random waypoint pattern is that each node randomly chooses a destination within the simulated field, moves to that destination at constant speed, pauses a fixed period of time, and then chooses a new destination.

In each scenario simulations, two simulations have been introduced. The first simulation had 1 source, 15 receivers within a 50 nodes network. This simulation was to study both protocols in simple environment, which was easy to analyze and understandable. The second simulation had 3 multicast groups, each consisting of 1 source and 10 receivers within a 50 nodes network. This simulation was to challenge the protocols in more complex environment, which had larger multicast groups. Every simulation was executed five times with different seed and then averaged the results. To extract the useful data easily from the simulated data result, a small program is written by AWK, which is shown in Appendix.  

2.2
 Medium Access Control Protocol

The IEEE 802.11 MAC[3][8] with Distributed Coordination was used as the MAC protocol Function (DCF). DCF does not use any kind of central control and DCF allows nodes to share the wireless channel in an ad-hoc configuration. The specific access scheme is Carrier Sense Multiple Access/Collisions Avoidance (CSMA/CA) with acknowledgements. 

In this section, it will give an basic overview about 802.11 MAC protocol [3]. For further information, pleas refer to reference [3]. 802.11 MAC protocol uses a four-way RTS/CTS/DATA/ACK exchange. When a node decides it wants to send a data packet. The node first sends a Request-To-Send (RTS) frame to the destination to request permission. If the destination believes the network is idle, it responds by sending a Clear-To-Send (CTS) frame. The source then starts to send data packet and starts an ACK (acknowledgement) timer. Once the destination received the data packets, it responds with an ACK frame and terminates the exchange. If the ACK timer of the source expires before the ACK gets back to it, the whole mechanism will run again. If nodes overhear either the RTS or CTS frame, it knows that the network is busy by that time and block their own transmissions to yield to the communication between this source and receiver. The NAV (Network Allocation Vector) setting within both the RTS and CTS frame tell other station how long the transmission will take and when the network will become available. Whenever a node overhears a RTS or CTS frame transmitted by a neighbouring node, it updates its NAV value. Checking its NAV before a station attempting to transmit is also known as ‘virtual carrier sensing’. If the NAV is not zero, the node needs to blocks its own transmission. Hence, a sender will not receive any CTS if its RTS packet has collided with another transmission at the receiver, or if the receiver’s NAV indicates that the network is not available.

The RTS/CTS mechanism in 802.11 is designed to improve the CSMA MAC protocol and hence solves the hidden terminal problem. However, using RTS/CTS in multi-hop network does not eliminate the hidden terminal problem. This is because 802.11 DCF protocol make an assumption that all hidden nodes are within the transmission range of receivers. Therefore all receivers receive the RTS/CTS packet successfully without errors. From [14], it realizes that an assumption may not hold when the transmitter-receiver distance exceeds 0.56 times the transmission range.

2.3  Terminal Problems

In this section, it will briefly explain what a hidden terminal and exposed terminal is. 

Figure 2-1: An example of hidden terminal problem under multi-hop nodes topology. [9]

A hidden terminal is a node that does not able to detect a potential competitor in the medium correctly and if the node starts its transmission, it will intercept other nodes’ transmissions. Consider in figure 2-1, the dotted line is interference range and the solid line is the transmission range. In the figure, node A is transmitting data packets to node B. The sold line shows the maximum transmission range of node A and D. The dotted line circle shows the interference range of node D. Since node D cannot receive any RTS or CTS frame from node A, node D senses that the channel to be idle. Once node D starts transmitting to node E, node D will interference node B receiving data packet from node A.
Figure 2-2: An basic example for exposed terminal problem. [10]

The exposed station problem is illustrated in figure 2-2. Node B is transmitting data packets to node A, and node C wants to start its transmission to node D. However, node C senses the medium is busy as it overhears an ongoing transmission between node A and node B, so node C falsely concludes that it may not send data packets to node D. This is an typical example of exposed station problem.

Finally, there are many researches to tackle the hidden and exposed terminal problem in Ad Hoc mobile network. One scheme protocol is called Dual Busy Tone Multiple Access (DBTMA) protocol [17]. Without going into details, if someone interested in it, it can refer to [17].

2.6 
Metrics

In the simulations, the performance of ADMR and ODMRP are evaluated and compared with each other using the following metrics:

Packet Delivery Ratio: The ratio the number of packets received to the number of packets sent.

Normalised packet overhead: The total number of all data and control packets transmitted in the network, divided by the total number of all data received across the entire receivers.

Delivery latency: The difference between the time when the packet is sent by the source and when it is received.

Chapter 3 Description of ODMRP and ADMR Protocols

3.1 Introduction

In this section, a brief description of ODMRP and ADMR will be introduced. This thesis will not explain the mechanisms of ODMRP and ADMR in depth, so as to easy for readers to understand. For future information, please refer to the paper of [1] and [2].

3.2 On Demand Multicast Routing Protocol
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Figure 3-1: Mechanism of ODMRP[1]
On Demand Multicast Routing Protocol (ODMRP) [2] is a mesh based rather than a conventional tree based scheme and uses a forwarding group concept. ODMRP builds a group-based forwarding mesh, in which there are multiple paths between the sources and the receivers. A source periodically builds a multicast tree by periodically floods the network with a JOIN QUERY packet to the entire network, figure 3-1. This packet is sent every REFRESH_INTERVAL, e.g., every 3 seconds. Each node receiving this message stores the address of the previous hop. When receivers receive the JOIN QUERY message, it responds by sending a JOIN REPLY to the source, following the addresses that are stored in previous hops. Each node that forwards the JOIN REPLY creates a forward state for a group, and this is called forwarding group. Each node with the forwarding state in the forwarding group forwards data packet sent by a multicast source. The data packet follows the shortest paths to the multicast receivers within the forwarding group (mesh). The forwarding state expires after a multiple of the periodic flooding interval between successive JOIN QUERY floods. 

3.3 Adaptive Demand-Driven Multicast Routing Protocol
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Figure 3-2: Data flood mechanism of ADMR [2]
Adaptive Demand-Driven Multicast Routing Protocol [1] is designed for Ad-hoc network environment. Multicast routing state in ADMR is established and maintained only for groups that a least one receiver and one active source in the network. Sources periodically send a packet with a header indicates a network flood through the entire network, in order to refresh the network partitions. Each multicast data packet is flooded along the shortest delay path only with multicast forwarding state as a tree flood, from sources to receivers. An example is depicted in figure 3-2
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Figure 3-3: Source S1 and S2 respond to receiver R [2]

Consider figure 3-3, to join a multicast group, receivers flood a MULTICAST SOLICITATION message throughout the network. When a source receives this message, it responds by sending a unicast KEEP-ALIVE message to that receiver, to allow that receiver to join. Receivers once get this message respond by sending a RECEIVER JOIN message if they are not connected to the multicast tree. The source gets this message and begins sending multicast packets. In addition, there is another mechanism to let the receiver to join the group if the receiver does not join in by the above mechanism. The mechanism is that a source periodically sends some multicast packet message as a network flood to the entire network. Once receiver gets this message, it responds by sending RECEIVER JOIN.
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Figure 3-4: Disconnect Detection for ADMR [2]

When a receiver or forwarder members disconnect from a multicast group, intermediate nodes initiates a local repair of the multicast forwarding tree, as illustrated in figure 3-4. Nodes C first send a REPAIR NOTIFICATION message down its subtree. After sending the REPAIR NOTIFICATION, node C wait for a repair delay period of time, during this period of delay, when nodes receive a REPAIR NOTIFICATION initiated by upstream nodes, nodes cancel its own local repair. Finally, the most upstream node is confirmed from the tree mesh, hence node C, starts to perform a local repair by transmitting a hop-limited RECONNECT packet. Nodes that are forwarders of that group receiving this message forwards the RECONNECT message up to the multicast tree of the source. The source responds by sending RECONECT REPLY. This message is unicast back to the repair node along the path the RECONNECT took to reach the source before. An example is depicted in figure 3-4 and figure 3-5.
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Figure 3-5: Local Repair for ADMR [2]

For the receiver-initiated repair, the first method is that the receiver perform its own repair by rejoining to the group and source originally. The other method is that each receiver keep tracks of how many times it had to perform a re-join to a group due to disconnection timeout. If this number reaches a threshold, the receiver forces the source to switch to flooding mode for some period of time. During flooding, each subsequent multicast packet is sent as network flood. After limited of time, the protocol back to its normal operation mode. In this mode, the protocol indicates that the a large number of global repair attempts within a short period of time, maybe it is a sign of high mobility or high network load, and these incur multicast state setup and repair cannot be done timely.
Each forwarder node in the multicast forwarding tree for a group and source automatically expires its own state and leaves the tree when it determines that there is no longer necessary for multicast forwarding. Pruning decisions are based on lack of passive acknowledgments from downstream, instead of relying on the receipt of an explicit prune message.

3.4 Mesh protocol (ODMRP) vs. Tree protocol (ADMR)

The tree-based approach is more bandwidth efficient due to the fact that it uses minimum number of packets for spreading packets to a multicast group. It is also more energy efficient since when there is only one source, a minimum number of nodes are involved in routing packets. 
The disadvantages are that link failures cause a reconfiguration of the entire tree since there is only a single path established between two nodes. 
The mesh-based protocol has several advantages. For example, it allows more redundant state to forward data packet to each receiver, and therefore higher chance for a data packet to reach its destination. If a link is broken, the receiver can receive the data packet through another link. Therefore, it has a high packet delivery ratio. 
Multiple paths result in some disadvantages as well. These mechanisms waste much of the bandwidth because of the fact that every packet is duplicated and sent on many different paths between the nodes. The multiple paths also result in an increased overhead in order to maintain the forwarding group. These incur additional overhead and additional load for the network.

Chapter 4 Mobility Scenarios

4.1 Introduction

The first scenario was to explore the effect of mobility pattern on multicast routing performance. Each multicast source transmits a 64-byte packet every 250 milliseconds. The packet size was chosen in order to reduce the chance to have congestion, which would make analyzing the routing protocol behavior meaningless. Also, the packet size did not represent any class in the applications. The packet rates are chosen to because many literatures use this sending rate in their researches [1], and it was significantly challenge the ability of routing protocol.
Mobility causing broken links, and therefore protocols need to react the broken links by sending more control packets, incur lower packet delivery ratio and higher overhead and delay. In a mobile network, nodes will move randomly from the communicating nodes most of the time. Therefore, a mobile node may not hear a RTS/CTS dialog and does not know that the channel is free or busy. This incurs hidden terminal, exposed terminal and higher delay. Also large portion of network is wasted. This leads to more collisions and retransmission. 

4.2 Results Discussion and Analysis

4.2.1  1 Source and 15 receivers in 50 nodes Network

From the above paragraph, ODMRP and ADMR performances degrade as speed increases, as shown figure 4-1. However, ADMR can restrain higher mobility than ODMRP. ADMR has slightly better performance as mobility increases more than 23m/s, above 2% better packet delivery ratio than ODMRP. But both of the protocols maintain packet delivery ratio over 90%. As mobility increases, ADMR and ODMRP suffer higher normalised control packets and longer latency delay in figure 4-2 and 4-3. 

Figure 4-1: Mobility vs. Packet Delivery Ratio 
Why the normalised of packet overhead and delay increases, and packet delivery ratio drops for both protocols. To explain this, we need to refer the mechanisms of both protocols again. 

The case of ADMR, the first problem is that when receivers join a multicast group, the receivers of ADMR receive the KEEP ALIVE message from the source, and then reply by sending RECEIVER JOIN along the reverse path. In high mobility, the reverse routes become less reliable, as some of the hops maybe be no longer there, and therefore the tree can not been formed and need retransmissions. The second factor is that if the number of initiate a repair reaches a certain threshold, ADMR conclude as a high mobility sign and adaptively switches to flooding mode. This assumes multicast routing state cannot efficiently to setup and maintain the multicast routing in a reasonable time period with low overhead. In flooding mode, ADMR sends the data packets to every neighbouring nodes, and this significantly increases the network load. Therefore, the performance of ADMR degrades. One thing needs to point out is that ADMR could increases the amount of time spent in flooding, when the adaptive flooding mechanism is triggered. However, there is only very small effect to the packet delivery ratio as ADMR could not be fast enough to react the network topology changes in flooding mode.

Figure 4-2: Mobility vs. Normalised packet Overhead

For ODMRP, as described in chapter 3, ODMRP is a mesh based protocol, it should provided more redundant links to sustain high mobility and has a better packet delivery ratio relative to ADMR, which is a tree based protocol. Unfortunately, ODMRP creates forwarding state within nodes in the network, that is not expired when it is no longer needed but instead expires when a fixed timeout. ODMRP source sends a periodic JOIN QUERY to establish the mesh. To do that, ODMRP multiples the periodic JOIN QUERY flood interval so that to ensure that loss of the flood packets will not disrupt the delivery of multicast data. Therefore, in high mobility, when receivers sending JOIN REPLY back to the source, the reverse routes again become less reliable, as some of the hops maybe be no longer exist, and therefore the mesh can not been formed immediately until next JOIN QUERY broadcasting from the source again. If increases the sending rate of JOIN QUERY, ODMRP can react the broken links more quickly, but this would increase the overhead. ODMRP does not employ adaptive mechanisms to dynamically adjust the refreshing period, so the JOIN QUERY’s are flooded out at the same rate regardless mobility levels. This also explains why the packet delivery ratio decreases; normalised overhead packet of ODMRP almost constant around 1.6 and the delay increases gradually. Finally, the mechanism significantly increases the battery consumption of the nodes in the network. 
Figure 4-3: Mobility vs. Delivery Latency
The case of ADMR, normalised packet overhead increases from approximately from 1 to 1.75 when the speed increases from 0m/s to 50m/s. When the mobility increases, the ADMR changes to flooding more frequently, and hence incurs more collisions and retransmissions and induces overhead.

ADMR has approximately 10% higher delay than ODMRP because increases number of overhead in ADMR, which may lead to collisions at the MAC layer, while ODMRP only sending JOIN QUERY control packet, this shows that why ODMRP keeps almost the same overhead when mobility increases.

Compare with reference [2], the results are quite different that ADMR performs better than ODMRP in high and low speed. This is mainly because of using different simulators, and hence different network griddling with different mobility. Also, there are slightly different parameters, for example the mobility and radio propagation. Therefore, it can conclude that using corrects and reliable parameters are very important.

4.2.2   3 sources 30 receivers in 50 nodes Network

Refer to figure 4-1, 4-2 and 4-3, it shows that in 3-source scenario, the packet delivery of ODMRP and ADMR decreases and suffer higher normalised control packet and delivery latency than 1-source scenario. In figure 4-1, it shows that when there are 3 sources and 30 receivers in the scenario, the packet delivery ratio of ADMR and ODMRP is limited approximately from 27% to 20 %. This implies that ODMRP perform better in high density network relative to ADMR. In figure 4-2 and figure 4-3, it shows that when there were 3 sources and 30 receivers, ADMR suffers higher normalised control packet and delay latency than ODMRP.

The packet delivery ratio of ADMR and ODMRP decreases because each group has 10 receivers, there are 5 receivers less in each multicast mesh, and therefore the packet delay ratio decreases. Also, ADMR and ODMRP generate more control overhead because of more sources and this additional network load degrades its performance.

The group members in group based mobility is expected to be packed closely relative to single group based. Hence, group based mobility is expected to have higher node density, which easily expected to reduce delay. This explains why the delay of ODMRP between 3 sources and 1 source are very close, with less than 12% delay in figure 4-2. However, for the case of 3 source and 30 receivers, the delay of ADMR had increased around 27% more compared with 1 source and 10 receivers. Although as mentioned before, group based mobility should expect to reduce the delay, it did not do the case. This is because as ADMR is a tree based protocol, it will has less redundant state if network density increases, and hence causing difficulties to create a tree easily. ADMR will then switch to flooding mode more frequently. This mechanism is to reduce the time for forming a tree, however, this incur higher collisions and retransmissions. Although this feature is a weakness for ADMR, it still can manage to achieve over packet delivery ratio of 90% at high mobility.

Chapter 5 Network Traffic Scenario

5.1 Introduction

The scenario explores the effect of high traffic rates on multicast routing performance. To make sure there is no other effect of loads from other factors, this simulation kept the mobility low. The mobility kept at constant speed almost 0 m/s. Using a fixed packet size of 64 bytes, the packet size was chosen in order to reduce the chance to have congestion, which would make analyzing the routing protocol behaviour meaningless. Also, the packet size did not represent any class in the applications. In the first scenario, setting the inter-packet gap varied traffic rate. The inter-packet gap varied from 1 millisecond to 1000 milliseconds. The second scenario was to vary the packet size from 64 bytes to 1024 bytes with fixed traffic rate. The second scenario would be explained in the next section.

5.2 Network traffic-Varying the inter-packet gap Scenario

As the network traffic increases, the performances of ODMRP and ADMR degrade. Both protocols suffer high normalised packet overhead and delay latency. In figure 5-1 shows that ODMRP and ADMR are not able to sustain high traffic rates, although 

ODMRP does slightly better than ADMR. 

5.2.1 Results Discussion

5.2.1.1
 1 source and 15 receivers in 50 nodes Network

Figure 5-1 Inter-packet gap vs. Packet Delivery Ratio 
ODMRP can achieve almost 100% of packet delivery ratio when the inter-packet gap was over 25 milliseconds, while ADMR starts to degrade when the inter-packet gap is 250 milliseconds. ADMR suffers when the inter-packet gap was 35 milliseconds. The packet delivery ratio drops dramatically to 55%. If the inter-packet gap continues to decrease to 1 millisecond, the packet delivery ratio of ADMR and ODMRP drops dramatically to almost 0% and 10% respectively. 

Figure5-2: Inter-packet gap vs. Normalised Packet Overhead

In figure 5-2, the packet overhead of ODMRP is much less than ADMR. ADMR has very high normalised packet overheads up to 380 when the inter-packet gap is varied to 1 millisecond. 

Figure 5-3: Inter-packet gap vs. Delivery Latency

The result in figure 5-3 shows that ADMR suffers much higher delivery latency than ODMRP especially when the inter-packet gap is varied less than 35 milliseconds. The delivery latency of ODMRP is less than 1 second, no matter how the network traffic changes. The delivery latency of ADMR starts to increase gradually when the inter-packet gap less than 25 milliseconds. The delay of ADMR is up to 64 seconds, when the inter-packet gap is varied to 1 millisecond. Fortunately, both protocols perform very well with over 90% of packet delivery ratio, less than 0.02 second for the delay and very low overhead when the network traffic is low. 

5.2.1.2
 3 sources and 30 receivers in 50 nodes Network

With 3 sources and 30 receivers, ODMRP has a better performance than ADMR. In figure 5-1, it shows that the packet delivery ratio of ODMRP is over 85% when the inter-packet gap is varied over 25 milliseconds. However, when the inter-packet gap is varied less than 25 milliseconds, the packet delivery ratio of ODMRP drops immediately to almost 0%. For ADMR, it can achieve over 90% of packet delivery ratio when the inter-packet gap is varied over 250 milliseconds. When the inter-packet gap is varied less than 250 milliseconds, the packet delivery ratio drops to less than 10%, shown in figure 5-2.

The normalised packet overhead for ODMRP is very low compare to ADMR in figure 5-2. The normalised packet overhead of ADMR starts to increase slightly when varied the inter-packet gap from 50 milliseconds to 25 milliseconds. The normalised packet overhead finally reaches 535 when the inter-packet gap is varied to 1 millisecond, while ODMRP’s overhead is around 3.5.

The delay of ADMR increases gradually from around 0 second to more than 200 second when the inter-packet gap is varied from 250 milliseconds to 1 millisecond in figure 5-3. Note that the delay of ODMRP still very little relative to ADMR when the inter-packet gap is at 250 milliseconds.

5.3 Network Traffic – Varying the packet size

5.3.1 Introduction

This scenario explores the effect of network traffic on multicast routing performance, but varying the data packet size. The data packet size varied from 64 bytes to 1024 bytes. This was to reflect the packet size in wireless network for WLAN[ ], which is useful for video conference. To make sure there is no other effect of loads from other factor, the mobility is kept at low rate. The speed was kept almost 0 m/s constantly. Using a fixed sending rate 250 milliseconds, the traffic rate was varied by varying the data packet size. 

5.3.2 Results Discussion

Figure 5-4: Packet size vs. Packet Delivery Ratio

To present and explain the results easier, the scenario of 1 source and 15 receivers and the scenario of 3 sources and 30 receivers are explained together. In figure 5-4, it shows that increases the data packet size only has slightly effect for ODMRP and ADMR, expect ADMR with 3 sources and 30 receivers. As mentioned in section 5.3, both protocols work well under low traffic. That is why ADMR and ODMRP have very good performances with over 90% of packet delivery ratio. When sending the packet sizes was varied to 1024 bytes, the packet delivery ratio of ADMR with 3 senders and 30 receivers drops to 22%, but ODMRP can sustain at this high network traffic rate. 

Figure 5-5: Packet Size vs. Normalised Packet Overhead

With 3 sources and 30 receivers in the scenario, ADMR has lower normalised packet overhead than ODMRP when the packet size is 1024 bytes. With 1 source and 15 receivers in the scenario, ADMR has less than 1 normalised packet overhead, while ODMRP has around 50% more normalised packet overheads than ADMR. For ODMRP with 3 sources and 30 receivers, it has around 2.3 normalised packet overheads. 

Figure 5-6: Packet size vs. Delivery Latency

The delay of ODMRP increases from 0.007 to 0.02 seconds, while ADMR increases from 0.009 to 0.02 seconds, shown in figure 5-6. With 3 sources and 30 receivers in the network, the delay of ODMRP increases from 0.007 to 0.04 seconds, while the delay of ADMR increases from 0.009 to 3.1 seconds. From those results, it shows that ODMRP performs better than ADMR in this scenario.

5.4 Analysis of High Network Traffic Scenario
ODMRP has poor performance firstly, because JOIN QUERY message are lost during high congestion. This will incur group members prune from the mesh if JOIN QUERY lost all the times. Secondly, comparing with a tree based protocol, a mesh protocol increases the load on the network, as each packet is sent to every link in the mesh, which forwarding a duplicate data packet. 

For ADMR, firstly, it reacts to high packet loss by switching to flooding mode. This is a wrong feature as generally in high traffic rate, flooding will greatly multiplies the amount of traffic in the entire network. Secondly, local repair and receiver-initial repair incurs additional network load due to collisions. If forwarders members of a multicast group prune from the multicast forwarding tree for a group due to collisions, intermediate nodes flood REPAIR NOTIFICATION messages to form and determine the losing tress again. Once the losing tree is formed, the repairing node attempts to find some other node for the new route and send them a RECONNECT message in specific area. For the receiver-initiated repair, a receiver floods a MULTICAST SOLICITATION message to ensure where the source is. These message floods include unicast control messages, which can incur high amount of control overhead. The repair mechanism significantly incurs high traffic for the network, in a high traffic rate network, network capacity and load is very consuming, so the performance degrades faster than ODMRP, and also explains why the normalised packet overheads increase dramatically.

To summaries, ODMRP perform slightly better than ADMR because it adaptively switches to flooding, as ADMR misunderstands the packet loss as a sign of mobility. This is definitely a weakness of ADMR during high congestion.

Both of the protocols cannot do well under high traffic rate network because of their deigns. The other reason and most importantly is due to the fact that the mechanism of MAC layer. Both protocols cannot do well under high traffic is because 802.11 MAC protocol collapse. At an inter-packet gap rate over 25ms, data packets are hardly forwarded to receivers due to the fact that very high channel contention. If the contention is very high, the chance of forming a mesh or a tree for route is being low and as a result the performance of ADMR and ODMRP degrade significantly. If multicast routing is formed, the network is operating at its capacity and therefore all data flowing through a shared tree or mesh, the queues along interior tree nodes or mesh have a likelihood to overflow. The data packets that depend on the number of hops they travel before being dropped would consume additional bandwidth. Moreover, 802.11 MAC uses collision avoidance along with RTS/CTS/ACK control frames to transmit unicast packets in order to solve hidden and exposed terminal problems, this will worsen the performance of the protocol under high traffic rate network. In [7] it is shown that the number of RTS packets sent are twice as many as the CTS packets received and this behavior is attributed to the link loss or collisions of RTS packets. Finally, MAC control packets, for instance, RTS, CTS etc consumes additional portion of network capacity. Also, high collisions incur hidden terminal. This induces high portion of RTS/CTS dialogs mishearing incurs a large fraction of network capacity loss. Hence, it can conclude that the 802.11 MAC and on demand protocol are not combined properly and hence reduce the utilization of network capacity. 

5.5 The Utilization of Network Capacity

5.5.1 Introduction

Exploring the network traffic scenario leads me to an interesting question: what is the utilization of ad hoc network capacity? To measure the network capacity of Ad Hoc network is very complicated. Measurement involves considering the nodes’ traffic pattern. In this section, it shows why I think the utilization of an Ad hoc network is inefficient. 

5.5.2 Discussion of Network Capacity

If three active sources sending a 64 bytes packet size at 25 milliseconds inter-packet gap rate together, the sending traffic network rate is 
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. The packet of delivery ratio of ODMRP and ADMRP is 90% and 10% respectively in figure 5-1. If three sources sending four 1024 bytes packet every second, the network traffic rate is 1572864bps. The packet delivery ratio at this traffic is approximately 95% and 20% for ODMRP and ADMR in figure 5-6. By comparing data just mentioned, ODMRD and ADMR can achieve higher packet delivery ratio in the packet size scenario. This is because the 25 milliseconds inter-packet gap rate is too high and incurs high channel contention, the data packets are hardly forwarded. It can conclude that high inter-packet gap rate has a bigger effect on the utilization of ad-hoc network capacity. 

In the inter-packet gap scenario, the performance of both protocols will decrease dramatically, if the sending traffic rate is over 30720 bps. The result is shown in figure 5-1, when the inter-packet gap is 1 millisecond, both protocol achieve almost 0% packet delivery ratios, which means the network work is burst. Suppose the maximum sending rate is 61440 bps for each node, the maximum utilization of the network capacity is
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. To confirm this assumption, the following analysis by Gupta and Kumar [18] estimates the network capacity of Ad Hoc network. Each node’s transmission range is optimally chosen; the total one-hop capacity of an optimal net grows linearly with the area of the net. If node density is constant, this means that the total one-hop capacity is O(n), where n is the total number of nodes. If the network grows larger, the number of hops between the source and destination may also grow larger. Therefore the average path length grows with the square root of the spatial diameter of the network, O
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  n = Number of Nodes

From that the optimal end-to-end throughput available to each node is 216996bps. Therefore the utilization of network capacity is
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. Since the upper bound of the utilization of network capacity is 10.8%, it proves the assumed utilization of network capacity is sensible.

Due to the fact that nodes move randomly within the terrain depends on mobility pattern. Here is an equation from [3] to estimate the end-to-end throughput more accurate. However, the equation stills not the case to represent the exact throughput in Ad hoc network.
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where C = Network Capacity, L = The length between each hop, r = Radio Transmission range, n = number of hops

As one can see the obtainable throughput available to each node decreases with an increase of the average path length because the only variable is L, so the capacity available to each node is very much dependent on the traffic patterns. If nodes primarily wish to communicate to far away nodes, the throughput will diminish rapidly. However, if the traffic remains primarily local, then the capacity will also remain almost constant.
Finally, from the section 5.4 and 5.5, it explains and investigates why the utilization of network capacity is inefficiency.
Chapter Six Conclusion

6. Conclusion

The aim of this project is to explore the performance of ODMRP and ADMR. Throughout several simulations, it conclude that ADMR has a better performance in high mobility, while ODMRP performs slightly better than ADMR in low mobility. However, ADMR has higher control overheads and higher packet delay than ODMRP. In the network traffic scenario, ODMRP and ADMR perform very well under low network traffic. In high network traffic rate, ADMR performance starts to degrade, but ODMRP can sustain higher network traffic slightly better. ADMR misinterprets the packet loss as a sign of mobility. This causes ADMR switches to flooding mode and local repair, which hurt its performance heavily. None of the protocols can perform well when the network traffic is over 20kbps due to weaknesses in MAC protocol and the network is highly congestion. It also reveals that utilization of ad hoc network capacity is very inefficient. Both of the protocols have good performances when they are in normal situations, but further improvements are needed to enhance the protocols under extreme situation. Protocol designer should aware high traffic rate network would degrade the performance of the protocol greatly. Finally, throughout doing this project, I can predict that multicast protocols will be the next generation of routing protocols in the future. 

Chapter 8 References

1. J. Jetcheva and D.. Johnson, ‘Adaptive Demand-Driven Multicast Routing in Multi-Hop Wireless Ad Hoc Networks’, in ACM MobiHoc, October 2001.
2. S. Lee, W. Su, and M. Gerla, ‘On-Demand Multicast Routing Protocol in Multihop Wireless Mobile Netoworks’, in ACM/Baltzer Mobile Netowork and Applications, special issue on Multipoint Communication in Wireless Mobile Networks, 2000.

3. J. Li, C.Blake, D. S. J. D. Couto, H. I. Lee, and R. Morris, ‘Capacity of ad hoc wireless networks’, in Mobile Computing and Networks, 2001, pp. 61-69.

4. Jorge Nuevo, ‘A Comprehensible GloMoSim Tutorial’, March 26, 2003

5. M Pandey and D Zappala, ‘The Effects of Mobility on Multicast Routing in Mobile Ad Hoc Networks’, 22 December 2003

6. Z. Hass, S. Tabrizi, ‘On Some Challenges and Design Choices in Ad-Hoc Communications’,

7. S. Das, C. Perkins and E. Royer, ‘Performance Comparison of Two On-demand Routing Protocols for Ad Hoc Networks’,
8. Tanenbaum, ‘Computer Networks’, Fourth Edition.

9. A. Varshavsky, B. Li, E. Lara, ‘Cross-Layer Flow Control in Lightly-Loaded Multi-Hop Ad Hoc Networks’, 
10. S. Nagaraj, C. Schlegel, ‘A Channel Accessing Scheme with Joint Detection Receivers in Ad Hoc Networks’, http://www.ee.ualberta.ca/~hcdc/Library/WCNCcamRed.pdf
11. J. Jetcheva, ‘Adaptive Demand-Driven Multicast Routing in Multi-Hop Wireless Ad Hoc Networks’, May 6, 2004

12. E. Royer and C. Perkins, “Multicast using ad hoc on-demand distance vector routing,” Proceedings of ACM/IEEE MOBICOM ’99, 1999
13. M. Pearlman, Z. Haas, ‘Determining the Optimal Configuration for the Zone Routing Protocol’
14. K. Xu, M Gerla, S. Bae, ‘How Effective is the IEEE 802.11 RTS/CTS Handshake in Ad Hoc Networks?’
15. T. Kunz, E. Cheng, ‘Multicasting in Ad-Hoc Networks: Comparing MAODV and ODMRP’

16. M. Corson, S. Batsell, ‘A Reservation-Based Multicast (RBM) Routing Protocol for Mobile Networks: Initial Route Construction Phase’

17. Z. Haas, ‘Dual Busy Tone Multiple Access (DBTMA)—A Multiple Access Control Scheme for Ad Hoc Networks’






















































Figure 3-5








Figure 4-2: Mobility vs Normalised Packet Overhead
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